ABSTRACT

Digital media companies typically collect rich data in the form of sequences of online user activities. Such data is used in various applications, involving tasks ranging from click or conversion prediction to recommendation or user segmentation. Nonetheless, each application depends upon specialized feature engineering that requires a lot of effort and typically disregards the time-varying nature of the online user behavior. Learning time-preserving vector representations of users (user embeddings), irrespective of a specific task, would save redundant effort and potentially lead to higher embedding quality. To that end, we address the limitations of the current state-of-the-art self-supervised methods for task-independent (unsupervised) sequence embedding, and propose a novel Time-Aware Sequential Autoencoder (TASA) that accounts for the temporal aspects of sequences of activities. The generated embeddings are intended to be readily accessible for many problem formulations and seamlessly applicable to desired tasks, thus sidestepping the burden of task-driven feature engineering. The proposed TASA shows improvements over alternative self-supervised models in terms of sequence reconstruction. Moreover, the embeddings generated by TASA yield increases in predictive performance on both proprietary and public data. It also achieves comparable results to supervised approaches that are trained on individual tasks separately and require substantially more computational effort. TASA has been incorporated within a pipeline designed to provide time-aware user embeddings as a service, and the use of its embeddings exhibited lifts in conversion prediction AUC on four audiences.

1 INTRODUCTION

The present-era Internet businesses operate on the basis of immense amounts of user-generated data. Digital media companies have access to such data sources and seek to leverage them for understanding the online behavior of users. Nevertheless, modeling user behavior is typically tied to various prediction problems in the realm of advertising, user profiling, or recommendation. Therefore, individual teams in digital media companies are working on different user-related prediction problems. Often, a prediction problem needs to be addressed for various clients/advertisers/campaigns individually, thus introducing a separate prediction task for each of them. Considering the broad range of such prediction tasks, addressing them requires investing significant time and effort into feature engineering. Even though different teams may be working on different tasks, if the tasks are centered around users, the teams need to be addressed for various clients/advertisers/campaigns individually, thus introducing a separate prediction task for each of them. Considering the broad range of such prediction tasks, addressing them requires investing significant time and effort into feature engineering. Even though different teams may be working on different tasks, if the tasks are centered around users, the teams might be using overlapping aspects of the same data source(s). This results in redundant preprocessing efforts for the teams involved. To avoid feature engineering altogether, a team might consider supervised deep learning models to learn latent representations of users tailored for the team’s particular task without manually preprocessing the original user data. However, these models are usually heavily parameterized in accordance with the large scale...
of the data. Since a separate deep model would need to be trained for each task, this is prohibitively expensive keeping in mind that low serving time remains among the top priorities. On the other hand, low latency can be maintained to accommodate serving time. For this purpose, lighter models may be leveraged. Despite their efficiency, the main drawback of these models is that they require the input to be properly encoded (usually through one-hot encoding) which results in the creation of billions of sparse features. For instance, consider a Logistic Regression model that learns to predict user conversions based on a sequence of activities that the user performed. Due to the large number of possible web activities that a user can perform, the number of resulting engineered features (e.g., one-hot encoded, including cross-features) can be in the order of billions. Moreover, having to consider different web activities for different tasks requires redundant construction of a huge number of features for each task which introduces a notable computational burden to the individual teams.

An alternative to feature engineering is to use solely a set of task-invariant user features such as demographic features (e.g., location, age and gender), which are usually accessible to all (or most of the teams) in digital media companies. These features are commonly used for various tasks due to their low cardinality.

Motivated by the aforementioned challenges and the recent advancements in unsupervised representation learning [5, 15, 32–34, 38], we propose the Time-Aware Sequential Autoencoder (TASA), an autoencoder model that learns time-preserving representations of user trails (also referred to as user embeddings) from a collection of online activity sequences. The fact that TASA (1) embeds users in an unsupervised manner and (2) considers all activities that a user may perform instead of focusing on a subset of activities tailored for a certain task, allows for learning task-independent representations. Moreover, TASA learns additional temporal scores for each activity to account for the irregular time gaps between consecutive activities and preserves this information in the resulting user embeddings. For the advantages of TASA over other autoencoder-based embedding approaches, the reader is referred to Table 1.

Further, we propose a pipeline that integrates TASA to allow for using embeddings as a service which in this work is described through, but is not limited to, user embeddings. As a part of the pipeline, the user activities collected during a certain period of time are fetched from multiple data sources and organized into sequences, also referred to as user trails. TASA is then trained on the constructed user trails. Upon training, TASA outputs the embeddings for all users and stores them in a centralized database as \( M \)-dimensional continuous vectors, where \( M \) is typically in the order of hundreds. Analogously, the learned parameters of TASA are stored in a separate database. From that point onward, any incoming user trail, or individual activity, can be embedded using the trained TASA model and its embedding can be stored in the centralized embedding database. Indeed, one of the pipeline’s merits is its ability to generate embeddings even for entirely new, previously unobserved users as long as TASA has observed some of the activities from their trails.

In the proposed pipeline, at all times, different teams are able to (1) query the centralized database, (2) obtain a set of embeddings, (3) concatenate the retrieved \( M \)-dimensional embeddings to the features that are already in use by the teams and (4) directly continue using low-latency supervised models for their downstream prediction tasks, without the need of any feature engineering or manual preprocessing interventions. Constituting a central component of the pipeline, the time-aware autoencoder design of TASA enables automatic generation of low-dimensional, time-preserving user embeddings applicable to any user-level task while maintaining the ability to use low-latency supervised models. We believe that providing these embeddings as a service to the teams will sidestep the burden of task-driven feature engineering.

In the conducted experiments, TASA was run on both proprietary and public data and compared against a number of autoencoder variants, some of which constitute the current state-of-the-art in unsupervised representation learning. The performance of TASA and its alternatives has been assessed in both unsupervised and supervised settings. The experimental results indicate that autoencoders capable of learning time-preserving embeddings lead to more accurate sequence reconstruction. Subsequently, the performance of supervised baselines was evaluated with respect to several supervised tasks. The supervised models for these tasks were trained also on the user embeddings learned by each unsupervised embedding approach, in addition to commonly available information about users. The findings suggest that using TASA’s user embeddings yields (1) the largest percentage increases in AUC consistently for all supervised tasks compared to the alternative unsupervised embedding variants, and (2) comparable results to a supervised high-latency deep model learned on each task separately. TASA also outperforms a low-latency logistic regression model, learned on each task separately with one-hot encoded features in addition to commonly available demographic information about users.

Note that, even though it is out of the scope of this paper, learning time-preserving user representations, irrespective of a certain task, can be applied beyond the realm of supervised tasks. Indeed, the generated user embeddings can also be used for different tasks of unsupervised nature, including user co-clustering and building custom user segments, among others.

TASA was also integrated into the pipeline designed to provide time-aware user embeddings as a service, which is currently deployed as an internal tool and is being utilized by several teams in the company as a source of additional user features, mainly for offline experimentation. Offline conversion prediction experiments have been conducted on four different audiences. The findings provide evidence that improvements in AUC are achieved when the TASA-generated user embeddings, within the service pipeline, are leveraged in addition to the current features used in production.

2 RELATED WORK

Unsupervised representation learning as an umbrella term encompassing multiple concepts, mainly dimensionality reduction, feature projection and manifold learning, has been extensively studied. A large spectrum of unsupervised embedding methods have been developed, from learning clustering-based representations, up to linear [19, 23, 28] and non-linear [16, 29, 35, 39] embedding methods, intended mostly for dimensionality reduction and manifold learning. Recently, end-to-end approaches for learning compact yet informative feature representations gained in popularity. Autoencoders constitute a representative class of such approaches.
Table 1: Advantages and limitations of the proposed TASA and alternative autoencoder variants. More details on the alternative approaches are provided in Section 5.1.1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Dense vectorial embeddings</th>
<th>Sequential information</th>
<th>Temporal information</th>
<th>Leverages stop features as temporal timestamps</th>
<th>Scores the influences of activities and timestamps on the user embeddings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conventional AE</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>seq2seq [38]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>TA-seq2seq [5]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>ISA [32]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>TASA (proposed)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Initially proposed for unsupervised pre-training [4], a large body of literature on autoencoders spanning over three decades focuses on unsupervised feature learning [7, 17, 22].

A broad range of autoencoder flavors have been introduced over the years to handle data of different type and nature. For instance, one line of autoencoders was adapted to learn representations of sequential inputs. For this purpose, neural models that capture the temporal dynamics of sequences, such as Recurrent Neural Networks (RNNs), were employed to learn sequence representations. Typically, in a sequential autoencoding framework an RNN encodes a set of sequences into fixed-length vectorial representations, followed by another RNN that decodes these representations back to the original sequences. The idea stems from the concept of sequence-to-sequence learning and the introduction of the seq2seq model [38] for language translation. The initial seq2seq model utilized Long Short-Term Memory (LSTM) networks to encode English sentences and reconstruct them into their French translations. Seq2seq autoencoders [1, 9, 40], on the other hand, aim at reconstructing the same input sequences from their own representations to which they are encoded. Nevertheless, sequential autoencoders learn representations that preserve the sequential order within sequences assuming constant elapsed times between their constituent elements. To account for irregular time gaps between consecutive sequence elements, a Time-Aware LSTM (T-LSTM) autoencoder was proposed in [5, 34]. Recently, T-LSTM found applications in interpretable representation learning for disease progression modeling [3, 41] and user conversion prediction in prospective advertising [13]. Another recent study [32] also leveraged the concept of capturing irregular time gaps by introducing stop features to serve as temporal stamps in a sequential autoencoding framework. The reconstruction process of the framework integrated two classical mechanisms in order to account for both (1) the global silhouette information that underlies a sequence and (2) the local temporal dependencies among the sequence constituents. This allowed for differentiating speakers given their speech sequence samples in addition to recognizing solely the text they utter.

In general, autoencoders have shown to be effective in generating compact representations for subsequent supervised learning tasks in a broad range of domains including information retrieval [6, 21, 33, 36], natural language processing [2, 10, 11, 24, 26], computer vision [31, 37], audio signal processing [1, 9], text-to-speech synthesis [40], multi-task learning [27], network embedding [15], among others. For a more thorough overview of autoencoders and their applications, we refer the reader to [14, Ch. 14].

3 TIME-AWARE SEQUENTIAL AUTOENCODER (TASA)

The proposed model, TASA, is an autoencoder variant that learns time-preserving representations in an unsupervised manner. The input to TASA is a sequence of activities \( \{a_1, \ldots, a_L, a_{L+1}\} \), along with their corresponding timestamps \( \{t_1, \ldots, t_L, t_{L+1}\} \). Note that the actual input sequence is of variable length \( L \), whereas \( a_{L+1} = a_{EOS} \) is an end-of-sequence token that allows for handling sequences of different lengths. Correspondingly, \( t_{L+1} \) is set to be equal to the timestamp of the most recent activity \( a_L \). TASA first encodes the entire sequence into a fixed-length vector representation that reflects the sequential and temporal dependencies among the activities. Thereafter, a sequence of activities is decoded from the learned representation, as similar as possible to the input sequence. By leveraging this principle, TASA enforces learning of sequence representations that prioritize informative activity properties, while preserving the sequential and temporal dependencies among the activities. The following contains a detailed description of TASA’s building blocks.

3.1 Activity Embedding

Initially, every unique activity \( a \in V \) is assigned an embedding \( v \in \mathbb{R}^D \), given that \( V \) is a vocabulary containing all distinct activities, i.e. \( V = \{d^1, \ldots, d^{|V|}\} \) such that \( d^j \neq d^k, j \neq k \). Note that two additional tokens are reserved in \( V \) for the start and end-of-sequence tokens \( a_{start} \) and \( a_{EOS} \), respectively. The activity embeddings are initialized to random uniform values and a function \( g : V \rightarrow \mathbb{R}^D \) is used to map each activity \( a_j \) to its corresponding embedding \( v_j = g(a_j) \), for every \( j = 1, \ldots, L+1 \). The embeddings \( v_j \) are then organized into a sequence \( \{v_1, \ldots, v_L, v_{L+1}\} \) in the same order as their corresponding activities in the input sequence \( \{a_1, \ldots, a_L, a_{L+1}\} \).

3.2 Temporal Score Learning

To capture the irregular time intervals between consecutive activities, an additional feature \( \tau_j = \frac{t_j - t_{j-1}}{t_{j-1}} \) is created for \( a_j \), where \( t_j \) is the timestamp of \( a_j \). Following the terminology from [32], the resulting features \( \{\tau_1, \ldots, \tau_L, \tau_{L+1}\} \) are referred to as stop features. The intuition behind a stop feature suggests that it can act as an activity’s relative “closeness”, in time, to the end of a sequence. Increasing linearly with the activities’ timestamps, the closer an activity occurred to the latest timestamp in a sequence, the closer its stop feature value is to 1. In addition to the stop features, each activity \( a_j \) is
mapped to a pair of latent parameters $\theta_j, \mu_j \in \mathbb{R}$. Similarly to [3, 13], $\theta_j$ serves to model the influence of activities to the sequence embeddings. On the other hand, $\mu_j$ and $r_j$ model the influence that activity occurrence times have on the sequence embeddings. Through the reconstruction process, the learned embeddings should preserve these influences through the latent parameters. For this purpose, a temporal score is defined for each $a_j$ as

$$
\delta_j = \sigma(\theta_j + \mu_j r_j),
$$

where $\sigma$ denotes a sigmoid (logistic) activation function. Here, $\theta_j$ is intended to measure the initial influence of $a_j$. On the other hand, $\mu_j$ acts as the change in the influence based on $a_j$’s “recency”. The extent to which the effect of $a_j$ changes through time depends on the magnitude of $\mu_j$. However, $\theta_j + \mu_j r_j$ is passed through a sigmoid activation function to represent a probability. Hence, for a given $\theta_j$, large positive and low negative values of $\mu_j$ will push $\delta_j$ closer to 0 and 1, respectively. As suggested in [13], a sigmoid activation is proposed for activity-specific modeling of the influence as opposed to a softmax activation which enforces the influences of all activities to sum up to 1. This accounts for cases where the same activity occurred in multiple instances within the same sequence, by putting more attention to more recent occurrences. Finally, the temporal scores are used to scale the activity embeddings:

$$
\hat{v}_j = \delta_j v_j. \tag{2}
$$

3.3 Sequential Encoding

Once the temporally scored activity embeddings are generated, the sequences of activity embeddings are further encoded into $M$-dimensional representations. To that end, a long short-term memory (LSTM) network is utilized. The LSTM network takes the sequence of temporally scored activity embeddings $\{\hat{v}_1, \ldots, \hat{v}_L, \hat{v}_{L+1}\}$ and passes each $\hat{v}_j$ through a forget gate $f_j$, an input gate $i_j$, an output gate $o_j$ and a cell $C_j$:

$$
f_j = \sigma(W_f \hat{v}_j + U_f h_{j-1} + b_f), \tag{3}
$$

$$
i_j = \sigma(W_i \hat{v}_j + U_i h_{j-1} + b_i), \tag{4}
$$

$$
o_j = \sigma(W_o \hat{v}_j + U_o h_{j-1} + b_o), \tag{5}
$$

$$
C_j = f_j \odot C_{j-1} + i_j \odot \tilde{C}_j, \tag{6}
$$

where $\odot$ denotes the element-wise product and $\tilde{C}_j$ is the candidate cell state at the $j$-th step defined as

$$
\tilde{C}_j = \tanh(W_c \hat{v}_j + U_c h_{j-1} + b_c). \tag{7}
$$

The matrices $W_f, W_i, W_o \in \mathbb{R}^{M \times D}$ and $U_f, U_i, U_o \in \mathbb{R}^{M \times M}$ in Equations (3)-(5) are transformation matrices, while the vectors $b_f, b_i, b_o \in \mathbb{R}^M$ represent the corresponding bias terms. Finally, the hidden state at step $j$ is computed as a function of the output and cell states:

$$
h_j = o_j \odot \tanh(C_j). \tag{8}
$$

The procedure described through Equations (3)-(8) can be also formulated as a function in the following manner:

$$
[\hat{h}_j, \hat{C}_j]_{j=1}^{L+1} = f_{LSTM}([\hat{v}_j]_{j=1}^{L+1}, [h_j, C_j]_{j=1}^{L+1}), \tag{9}
$$

where $h_1$ is initially generated using an orthogonal initialization, while $C_j$ is initialized as a mixture of uniform and orthogonal random values. Note that the hidden state vector calculated at the last step $(L + 1)$ is taken to summarize the entire input sequence into a sequence (user) embedding $h = h_{L+1}$.

3.4 Sequence Reconstruction

Given a learned sequence embedding $h$, the decoder component of TASA seeks to reconstruct the input sequence from $h$. First, the start token $a_{start}$ is appended at the beginning of the original sequence, i.e. $\{a_0 = a_{start}, a_1, \ldots, a_L\}$. Correspondingly, $r_0 = 0$ is taken as the stop feature for $a_0$, resulting in $\{\tau_0, \tau_1, \ldots, \tau_L\}$. In the decoding, each activity $a_j$ is used to predict $a_{j+1}$ starting from the start activity, i.e. for $j = 0, \ldots, L$. For this purpose, the activities, including $a_0$, are mapped into their corresponding embeddings $\hat{v}_j$ and thereafter multiplied by the temporal scores $\delta_j$. The resulting embeddings $\hat{v}_j$ are passed to an LSTM network

$$
[\hat{h}_j, \hat{C}_j]_{j=0}^{L} = f_{LSTM}([\hat{v}_j]_{j=0}^{L}, [\hat{h}_{L+1}, \hat{C}_{L+1}]_{j=0}^{L}), \tag{10}
$$

in which the initial states are set to the last hidden and cell states $[\hat{h}_{L+1}, \hat{C}_{L+1}]$ learned by the encoder component.

The reconstruction problem is treated as a multi-class classification problem in which each activity $a_{j+1}$ (from the original sequence) is predicted from the decoder outputs $\hat{h}_j$ by passing them to a fully-connected layer

$$
o_{FC,j+1} = \left(\hat{h}_j W_{FC} + b_{FC}\right). \tag{11}
$$

The outputs from the fully-connected layer are then passed through a softmax activation function to calculate the probabilities for each activity:

$$
\hat{P}(a_{j+1} = a^{(k)} | \hat{h}_j; W_{FC}) = \frac{\exp(o_{FC,k})}{\sum_j \exp(o_{FC,j})}, \tag{12}
$$

where $a^{(k)} \in V$. Note that computing Eq. (12) can be quite expensive when the number of unique activities $|V|$ is large. In this work, the exact softmax value $\hat{P}(a_{j+1} = a^{(k)} | \hat{h}_j; W_{FC})$ was calculated for all unique activities $a^{(k)} \in V$ due to the availability of computational resources. Nevertheless, in case of limited resources or a need for more efficient model training, we suggest approximating Eq. (12) by computing it over a subset of sampled activities using candidate sampling [18].

Parameter Learning. Given a set $S = \{a_j\}_{j=1,n=1}^{L,n}$ of $N$ activity sequences, a logistic loss $\ell^n$ is defined for the $n$-th sequence as

$$
\ell^n = -\sum_{j=0}^{L} \sum_{k=1}^{|V|} I(a^n_{j+1} = a^{(k)}) \log \hat{P}(a^n_{j+1} = a^{(k)} | \hat{h}_j; W_{FC}) + \log(1 - \hat{P}(a^n_{j+1} = a^{(k)} | \hat{h}_j; W_{FC})). \tag{13}
$$

where $I$ is an indicator function. The parameters of TASA are then learned by minimizing the total loss $L = \sum_{n=1}^{N} \ell^n$.

For a graphical illustration of TASA’s building blocks (described above in Sections 3.1-3.4), refer to Figure 1.
unique activities performed by the users were sorted by frequency and the 200,000 most frequent were selected, i.e. |V| = 200,000. For the purposes of supervised evaluation, conversions (labels) were collected for over a one-month period for 3 different advertisers. A trail is labeled as positive if its corresponding user converted for a specific advertiser soon after the last event in the trail. For each advertiser, the user trails were divided into training, validation and test sets. Note that the user trails were sampled from a larger pool of user trails such that they correspond to the same set of users for all three advertisers. After eligible users and events were selected, negative downsampling was performed to maintain roughly 5% of the positives for all advertisers.

5 EXPERIMENTS

This section describes the baseline models, the experimental design and defines the evaluation metrics used in the experiments. Thereafter, the experimental results are presented and discussed.

5.1 Experimental Setup

5.1.1 Baselines. The baseline models considered in the conducted experiments are described as follows:

- **Fully-Connected Autoencoder (AE):** A conventional autoencoder that uses fully-connected layers for encoding and decoding.
- **Seq2seq Autoencoder (seq2seq) [38]:** A sequential autoencoder in which an LSTM encodes a set of sequences into fixed-length vector representations, followed by another LSTM aiming to reconstruct the original sequences from the vector representations.
- **Time-Aware Seq2seq (TA-seq2seq) [5]:** A Time-Aware LSTM (T-LSTM) autoencoder that accounts for irregular time gaps between consecutive sequence elements.
- **Integrated Sequence Autoencoder (ISA) [32]:** An autoencoding framework that integrates two classical mechanisms to account for both (1) the global silhouette information that underlies a sequence and (2) the local temporal dependencies, which allows for comparing entire sequences, not only their constituents. ISA also captures irregular time gaps by introducing stop features to serve as temporal stamps in the sequence reconstruction process.
- **Logistic Regression (LR):** A logistic regression model that learns to predict a binary target variable by minimizing the logistic loss.
- **Attention-based RNN (attRNN) [42]:** An attention-based recurrent neural network designed specifically for conversion prediction from user activity trails.
- **eXtreme Gradient Boosting (XGBoost) [8]:** A scalable, distributed gradient tree boosting algorithm.

The summaries of the supervised baselines are marked with “∗”.

5.1.2 Evaluation metrics. The considered autoencoder approaches learn in an unsupervised manner, yet they are applied to multiple supervised tasks. Hence, both unsupervised and supervised metrics were utilized to assess the performance of each approach.

Unsupervised metrics. The unsupervised metrics used in the experiments are summarized as follows:

- **Reconstruction Accuracy** measures the fraction of activities in a reconstructed (output) sequence {\(\hat{a}_1, \ldots, \hat{a}_L\)} that appear on the same positions as in the original (input) sequence \{\(a_1, \ldots, a_L\)\}:

\[
R = \frac{1}{L} \sum_{j=1}^{L} \mathbb{1}(a_j = \hat{a}_j).
\]

---

Figure 1: TASA model architecture.
• **ROUGE** (Recall-Oriented Understudy for Gisting Evaluation) [25] is an \( n \)-gram based measure of the quality of a candidate (output) summary with respect to one or multiple reference (input) summaries. Although initially proposed for text summarization, ROUGE is used in this work for measuring the \( n \)-gram recall between a single input sequence of activities and its corresponding reconstructed (output) sequence, i.e.

\[
\text{ROUGE}_n = \frac{1}{L-n+1} \sum_{k=1}^{L} \frac{1}{j(k)} \frac{w(a_{[k],...a_{[k+n-1]}])}{w(a_{[k],...a_{[k+n-1]}])}
\]

Note that all three \( \text{ROUGE}_1 \), \( \text{ROUGE}_2 \) and \( \text{ROUGE}_w \) are measured, where \( w \) denotes the Longest Common Subsequence (LCS) in the input sequence.

• **BLEU** (BiLingual Evaluation Understudy) [30]: Solely measuring recall over the \( n \)-grams in an input sequence favors long output sequences. Therefore, BLEU evaluates the quality of the input sequence reconstruction based on the \( n \)-gram precision (instead of the \( n \)-gram recall) between the input and output sequences, defined as

\[
\text{precision}_n = \frac{1}{L-n+1} \sum_{k=1}^{L} \frac{1}{j(k)} \frac{w(a_{[k],...a_{[k+n-1]}])}{w(a_{[k],...a_{[k+n-1]}])}
\]

Finally, the BLEU score is calculated by combining the average logarithms of the precision scores with exceeded length penalization (for more details, the reader is referred to [30]).

**Supervised metrics.** The supervised tasks were formulated as classification problems, hence the common performance indicator area under the ROC curve (AUC) was used for evaluation based on the label probability scores estimated by the models.

**Reproducibility notes.** The activity and user embedding dimensions were set to 100. The activity embeddings were initialized to random uniform numbers in \([-0.05, 0.05]\), while for the approaches utilizing LSTM the sequential embeddings were initialized using an orthogonal initialization with a multiplicative factor of 1. The proposed model, along with the baselines, were trained for 10 epochs using the Adam [20] optimizer with a learning rate of 0.001. The gradient updates on the proprietary and public datasets were performed using batches of size 32 and 64, respectively. All approaches were implemented in Python 3.6 using TensorFlow 1.13.1 and run on a distributed TensorFlowOnSpark\(^1 \) infrastructure. Each approach was run on 100 Spark executors, while its parameters were distributed among 5 executors.

### 5.2 Results

We conducted two sets of experiments, focusing on (1) the reconstruction capability of the considered approaches, and (2) assessing the embedding quality with respect to several supervised tasks.

**Sequence reconstruction capability.** User embeddings were learned from the user trails available in both the proprietary and public datasets, using each of the **unsupervised** approaches summarized in Section 5.1.1. Upon training, the sequence reconstruction capability of the approaches was evaluated on a separate hold-out test set using the unsupervised measures defined in Section 5.1.2.

First, we evaluated the proposed TASA against the baselines on the sequence reconstruction task, using the proprietary VM activity data and reported the results in Table 2. Table 2 suggests that TASA achieves greater performance compared to the other approaches, across all sequence reconstruction measures. Further, it shows that approaches which take into consideration the temporal aspect of the data, such as TA-seq2seq and TASA, do better at capturing the information needed for more accurate sequence reconstruction than the rest of the approaches. Nonetheless, seq2seq greatly outperforms AE, indicating that the sequential information modeling performed by LSTM autoencoders seems to be an important basis for capturing the sequential nature of the user trails.

Reconstruction evaluation was also performed on the public dataset. Table 3 summarizes the results. The performances of AE, seq2seq, TA-seq2seq and TASA on this dataset seem to be somewhat consistent with their performances on the proprietary dataset. Once again, seq2seq outperforms AE and the time-aware variants manifest improvements over the ones that do not preserve time. ISA specifically exhibits better performance relative to the other approaches, being the second-best performing model. TASA, however, consistently outperforms the other alternatives across all evaluation measures, here showing even larger performance improvements than those obtained on the proprietary data.

**Supervised predictive tasks.** The learned vector representations were further tested on supervised predictive tasks. For the proprietary datasets, a baseline approach was used to build predictive models using users’ demographic data and the lift in AUC (expressed in percentages) was computed for the rest of the models with respect to this baseline. The user embeddings learned from the unsupervised models were appended to these demographic data and an LR model was learned on the resulting concatenated features. In addition, two more supervised approaches were compared: an LR learned on 1-hot encoded activity features and an attRNN learned on user sequences, both concatenated with user demographics. The lifts in AUC obtained on the proprietary datasets are given in Table 4. It should be noted that the lifts are expressed in percentages.

---


---

**Table 2:** Sequence reconstruction performance on the VM proprietary dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Rec. Acc.</th>
<th>BLEU(<em>n)(</em>{n=1})</th>
<th>BLEU(<em>n)(</em>{n=2})</th>
<th>ROUGE(<em>n)(</em>{n=1})</th>
<th>ROUGE(<em>n)(</em>{n=2})</th>
<th>ROUGE(<em>n)(</em>{n=w})</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE</td>
<td>0.0451</td>
<td>0.0451</td>
<td>0.0000</td>
<td>0.0115</td>
<td>0.0000</td>
<td>0.0451</td>
</tr>
<tr>
<td>seq2seq</td>
<td>0.3407</td>
<td>0.4734</td>
<td>0.2209</td>
<td>0.4389</td>
<td>0.1825</td>
<td>0.4192</td>
</tr>
<tr>
<td>TA-seq2seq</td>
<td>0.3731</td>
<td>0.5018</td>
<td>0.2524</td>
<td>0.4725</td>
<td>0.2159</td>
<td>0.4478</td>
</tr>
<tr>
<td>ISA</td>
<td>0.2839</td>
<td>0.4102</td>
<td>0.1674</td>
<td>0.3796</td>
<td>0.1336</td>
<td>0.3620</td>
</tr>
<tr>
<td>TASA</td>
<td>0.3761</td>
<td>0.5103</td>
<td>0.2538</td>
<td>0.4846</td>
<td>0.2169</td>
<td>0.4511</td>
</tr>
</tbody>
</table>

**Table 3:** Sequence reconstruction performance on the (public) RecSys 2015 challenge dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Rec. Acc.</th>
<th>BLEU(<em>n)(</em>{n=1})</th>
<th>BLEU(<em>n)(</em>{n=2})</th>
<th>ROUGE(<em>n)(</em>{n=1})</th>
<th>ROUGE(<em>n)(</em>{n=2})</th>
<th>ROUGE(<em>n)(</em>{n=w})</th>
</tr>
</thead>
<tbody>
<tr>
<td>AE</td>
<td>0.0136</td>
<td>0.0136</td>
<td>0.0085</td>
<td>0.0122</td>
<td>0.0082</td>
<td>0.0136</td>
</tr>
<tr>
<td>seq2seq</td>
<td>0.1235</td>
<td>0.2396</td>
<td>0.0709</td>
<td>0.2551</td>
<td>0.0742</td>
<td>0.2254</td>
</tr>
<tr>
<td>TA-seq2seq</td>
<td>0.1725</td>
<td>0.2664</td>
<td>0.0936</td>
<td>0.2807</td>
<td>0.0965</td>
<td>0.2527</td>
</tr>
<tr>
<td>ISA</td>
<td>0.1979</td>
<td>0.2535</td>
<td>0.0927</td>
<td>0.2851</td>
<td>0.0991</td>
<td>0.2464</td>
</tr>
<tr>
<td>TASA</td>
<td>0.5244</td>
<td>0.5500</td>
<td>0.3952</td>
<td>0.5691</td>
<td>0.4012</td>
<td>0.5441</td>
</tr>
</tbody>
</table>
Table 4: All LR models from the left section of the table are trained on (1) the user demographic features concatenated with (2) the user embeddings generated by the corresponding unsupervised embedding model given in the parentheses of LR(). The AUC lifts in the left section are calculated relatively to an LR model trained solely on the user demographic features. As for the right section of the table, LR 1-hot is an LR model trained on one-hot encoded features (extracted from the user trails), while attRNN is trained on the original user trails, concatenated to the TASA-generated user embeddings in both cases. The corresponding lifts in AUC introduced by the former and the latter are calculated relatively to an LR model trained solely on the one-hot encoded features and an attRNN trained solely on the original user trails, respectively.

<table>
<thead>
<tr>
<th>Supervised Task</th>
<th>LR(AE)</th>
<th>LR(seq2seq)</th>
<th>LR(TA-seq2seq)</th>
<th>LR(ISA)</th>
<th>LR(TASA)</th>
<th>LR 1-hot</th>
<th>attRNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertiser A</td>
<td>27.13%</td>
<td>29.68%</td>
<td>29.73%</td>
<td>29.96%</td>
<td>30.44%</td>
<td>22.78%</td>
<td>30.46%</td>
</tr>
<tr>
<td>Advertiser B</td>
<td>11.79%</td>
<td>15.99%</td>
<td>15.91%</td>
<td>18.24%</td>
<td>20.34%</td>
<td>10.65%</td>
<td>20.18%</td>
</tr>
<tr>
<td>Advertiser C</td>
<td>-18.88%</td>
<td>18.63%</td>
<td>16.07%</td>
<td>16.44%</td>
<td>20.37%</td>
<td>7.66%</td>
<td>20.49%</td>
</tr>
</tbody>
</table>

Table 5: Predictive performance in terms of AUC on the (public) RecSys 2015 challenge dataset. For more details on the models presented in the left and right sections of the table, refer to the caption of Table 4.

<table>
<thead>
<tr>
<th>Supervised Task</th>
<th>LR(AE)</th>
<th>LR(seq2seq)</th>
<th>LR(TA-seq2seq)</th>
<th>LR(ISA)</th>
<th>LR(TASA)</th>
<th>LR 1-hot</th>
<th>attRNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>RecSys 2015 Challenge</td>
<td>0.5555</td>
<td>0.6022</td>
<td>0.7523</td>
<td>0.7420</td>
<td>0.7563</td>
<td>0.7277</td>
<td>0.7591</td>
</tr>
</tbody>
</table>

since any disclosure of the AUC values is not allowed according to internal corporate policies. Nevertheless, despite the challenging real-world nature of the predictive tasks on the proprietary data, it was observed that the AUC values obtained by all models are legitimate in the sense that they are substantially greater than 0.5.

It is clear that using only the demographic data is not sufficient. LR trained on the one-hot encoded user activities improves this performance. Nevertheless, once the user embeddings are concatenated to the demographic features, the improvements in AUC are evident. In particular, the proposed TASA achieves an improvement of > 25% in AUC on Advertiser A, > 10% on Advertiser B, and > 15% on Advertiser C. This indicates that, although LR is trained in a supervised manner, when trained on unsupervised user embeddings it still attains greater predictive performance. This is due to the sequential information within the user trails that is being captured by the sequential autoencoder variants, but not by LR trained on a simple one-hot transformation of the user activities.

However, LR achieves its highest performance when trained on TASA’s user embeddings, rather than on the embeddings produced by any other autoencoder variant. It even achieves comparable performance to the supervised attRNN model. This is of considerable importance since TASA learned the user embeddings not being aware of the prediction target as opposed to attRNN that was tailored for each task separately. In addition, attRNN requires to be retrained for each task which consumes a significant amount of time. Therefore, TASA has a great advantage since it can be trained offline once and readily applied across multiple prediction tasks, allowing for subsequently leveraging low-latency models (to accommodate serving time) which, if needed, can be efficiently retrained on TASA’s low-dimensional embeddings.

The approaches were evaluated on the public RecSys 2015 dataset as well. Consistent with the previous observations, LR(TASA) convincingly outperformed the competitive autoencoder approaches, while being almost as good as attRNN. In fact, all models that account for sequential and temporal data aspects outperformed the LR variant trained on the one-hot encoded sequences (see Table 5). TASA learned embeddings that again resulted in the model with the highest AUC among the LR models trained on user embeddings. This indicates that TASA’s user embeddings appear to be more informative than the ones generated by the alternative autoencoders.

6 SERVICE PIPELINE

In Section 5, it has been observed that the proposed TASA outperforms the other unsupervised embedding baselines on both the sequence reconstruction task and the subsequent supervised tasks. Therefore, TASA is used within a service system designed to provide time-aware (user) embeddings as a service. Generally speaking, the service takes a collection of sequences as an input and periodically generates time-aware embeddings of the sequences and their constituent elements. Although the service is clearly applicable to any type of sequence data, in this work it is described from the perspective of embedding sequences of user activities, i.e., user trails. The stages of the service system pipeline are described as follows:

• **Stage 1: Generation of Sequences (User Trails).** The activities that users performed are first queried from multiple heterogeneous data sources. In our case, these include Yahoo Search queries, commercial email receipts, reading news and other content on publishers’ webpages associated with Verizon Media such as the Yahoo homepage, Yahoo Finance, Sports and News, advertising data (e.g., ad impressions and clicks), etc. After stripping all personally identifiable information (PII) from the raw description of each activity (e.g., the exact search query for search activities), the frequency of each unique activity is calculated. An index is then assigned to each activity among the top-K most frequent activities (we set K = 200,000) and the mappings between the activities’ descriptions and their indices are organized in a vocabulary V.

• **Stage 2: Model Training.** The proposed TASA model takes (1) the extracted user trails, (2) the timestamps of their constituent activities and (3) the activity vocabulary V as an input, and learns
an $M$-dimensional time-preserving embedding for each user trail following the procedure described in Section 3. The resulting $M$-dimensional (we set $M = 100$) continuous vectors are stored in a centralized database. Similarly, the learned parameters of TASA are also stored in a separate database for further use.

- **Stage 3: Embedding Incoming Activities/Users.** Upon model training, the learned TASA parameters can be fetched and used to embed incoming activities or entire user trails. Note that if an incoming activity turns out to be one of the trending activities, meaning that it was performed by a large number of users and passes the frequency threshold, it will be included in $V$ and considered for the next scheduled model training. However, the incoming activity may not be present in the vocabulary $V$. In this case, the new activity is not immediately added to $V$, but it is included in $V$ the next time $V$ is being updated. Similarly, incoming users are embedded by first embedding the activities from their trails that are present in $V$, while considering the currently unknown activities for inclusion in the next vocabulary update cycle. Consequently, the vocabulary is updated periodically (e.g., once a week), while the trails are typically updated more frequently (on a daily basis, for instance).

It should be stressed that the service is general enough to be utilized for different types of downstream tasks in the realms of advertising, user profiling, or recommendation. These tasks may include click/conversion prediction, user segmentation, lookalike modeling (e.g., retrieving the top-10 most similar users to a given user based on embedding similarity; or leveraging the user embeddings to support other autoencoder approaches for lookalike modeling [12]), recommendation of news, products or ads, among others. This allows for individual teams to carry out their downstream tasks without being burdened with efforts around understanding the data, crafting features, etc.

A bird’s-eye view of the entire service pipeline, encompassing the aforesaid stages, is presented in Figure 2.

### 6.1 Pipeline Evaluation

The **Embeddings-as-a-Service** pipeline is currently deployed as an internal tool which several teams utilize as a source of additional user features, mainly for offline experimentation. In Table 6 we present the results from the offline experiments for four sets of audiences on a conversion prediction task. The results are expressed in terms of percentage AUC lifts as the disclosure of the AUC values is not allowed according to internal corporate policies. However, we have verified that, despite the challenging nature of predicting conversions for multiple real-world audiences, the original AUC values are legitimate in the sense that they are substantially greater than 0.5.

The relative improvements in AUC were obtained by comparing a supervised model that utilizes the TASA-generated embeddings in addition to the current production features, to a model built using only the current production features. In both cases, eXtreme Gradient Boosting (XGBoost) (a gradient boosting algorithm summarized in Section 5.1.1) is used for supervised learning. Therefore, the percentage improvements for all four audiences are a result of the TASA-generated user embeddings being utilized along with the production features. It should be stressed that the production system is a very strong baseline as it utilizes a set of features that have been refined over many years and are already achieving high predictive performance. Considering that the performance evaluation is carried out on audiences that consist of over a billion users each, even a lift of about 0.5% is substantial and can make a difference given the high volume of predictions the model is expected to make.

<table>
<thead>
<tr>
<th>Task</th>
<th>AUC Lift</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audience 1</td>
<td>0.92%</td>
</tr>
<tr>
<td>Audience 2</td>
<td>0.09%</td>
</tr>
<tr>
<td>Audience 3</td>
<td>0.95%</td>
</tr>
<tr>
<td>Audience 4</td>
<td>0.40%</td>
</tr>
</tbody>
</table>

### 7 CONCLUSION

Motivated by the goal of reducing the redundancy in feature engineering effort for multiple user-centered tasks, we explored the capabilities of contemporary unsupervised sequence embedding methods. Moreover, we proposed TASA, a sequential autoencoder that extends the modeling capacity of conventional sequence embedding approaches to allow for modeling the influence of temporal information within user sequences. The experimental evaluation on both proprietary and public data demonstrated that TASA outperforms alternative autoencoder variants when it comes to sequence reconstruction, and leads to improved predictive performance when used in supervised tasks. Further, we presented a service pipeline that leverages TASA to generate time-aware user embeddings. When used along with the current production features, the pipeline-generated embeddings resulted in improved conversion prediction performance on four different audiences. Finally, we expect the pipeline to serve as a powerful tool for supporting various tasks vital for digital media company businesses.
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Figure 2: A bird’s-eye view of the Embeddings-as-a-Service pipeline.